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This study presents a detailed uncertainty analysis for guided wave radar level sensors, focusing on the
calibration schemes and environmental influence factors. Guided wave radar level sensors are used in numerous
industrial applications, especially for harsh environmental conditions. While some of the sensors are designed for
technological operations control and do not require extreme precision levels, there are applications where a high
level of precision is crucial. The analysis highlights the impact of environmental factors, such as temperature,

pressure, and air humidity, on measurement accuracy and calibration effectiveness. Key uncertainty contributions—
including those from reference instruments, random noise (signal-to-noise ratio impact), nonlinearity, and dielectric
constant variability—are assessed under reference and extended environmental conditions. Results demonstrate that
under controlled environments, measurement uncertainties remain within acceptable thresholds. However, when
significant environmental variability is introduced, contributions from dielectric constant changes and time
estimation noise amplify uncertainty bands, especially for long-range measurements. Practical calibration
recommendations are provided to maintain measurement accuracy in controlled and harsh operational conditions.
Additionally, the study compares scenarios using high-accuracy calibration setups with cost-effective alternatives
for non-critical applications. These comparisons guide sensor manufacturers and metrological regulators in
optimizing calibration practices while balancing cost and performance. The findings underscore the importance of
compensating for dielectric constant variability in dynamic environments. Future work should explore uncertainty
reduction techniques, including real-time correction. The provided insights are instrumental for improving
polymetric sensor systems and ensuring reliable level measurements in diverse applications, fostering advancements
in industrial automation and process control.
Keywords: measurement uncertainty, calibration, guided wave radar level sensor, dielectric permittivity.

[IpoBeneHo neTanbHUN aHaNi3 HEBU3HAYCHOCTI Ui XBHJICBOIHI pagapHi piBHEMIpH, 30CEpeKYIOUYNCh Ha
cxeMax KamiOpyBaHHS Ta BIUTMBI ()aKTOPiB HABKOIMIITHHOTO CEPEOBUINA. XBIIEBOIHI paJapHi piBHEMIPH IIHPOKO
3aCTOCOBYIOTHCS B IIPOMHUCIIOBOCTI, OCOOJIMBO B YMOBaxX OPCTKHX €KCIUIyaTalliiHuX cepeqoBuil. YacThHa Takux
CEHCOPIB IpH3HAYEHa I TEXHOJIOTIYHOTO KOHTPOJIIO i HE MOTPeOYIOTh BUCOKOTO PIiBHS TOYHOCTI, TOMI SK iHIII
3aCTOCYBaHHS BHUMAaralOTh HAJBHCOKOTO pPIiBHS TOYHOCTI. Y JOCTIUKEHHI PpO3IMISHYTO BIUIMB (DaKkTOpiB
HaBKOJIMITHBOTO CEPEJIOBHINA, TAaKWX SIK TEMIIepaTypa, THCK i BOJIOTICTh TOBITPSA, HA TOYHICTH BHMIpIOBaHb Ta
ehekTuBHICTh KaniOpyBaHHs. [IpoaHani30BaHO KOMIIOHEHTH HEBHU3HAYEHOCTI BKIIIOUYHO 3 TIOXHOKAMH €TATOHHUX
IHCTPYMEHTIB, BUNIaJKOBUMH HEKOMIICHCOBAHUMH (PIyKTyallisMU pe3yJbTaTiB BUMIPIOBaHb, HEJNIHIHHICTIO QyHKIIT
NIEPETBOPEHHSI Ta BapiaTHBHICTIO Mi€NEKTPUYHOI HPOHUKHOCTI. AHaJi3 BHUKOHAHO JUIA ETAJOHHUX YMOB 1
PO3LIMPEHOT0 Jliala30Hy YMOB HaBKOJMIIHBOTO CEPEAOBHINA. Pe3ynbTaTd IOKa3ylOTh, IO HEBH3HAUYCHICThH
BUMIPIOBaHb 3aJMIIAETHCS B MEXaxX JIOMYCTUMHUX HOPM JUISI MIMX KOHTPOJBbOBAHMX BiJCTaHEH Ta pedepeHCHHUX
yMOB ekcriryaranii. OqHak, 3a yMOB 3HA4HOI MIHJIMBOCTI HaBKOJMIIHBOTO CEPEAOBHINA, 3MIHH JIENEKTPHUYHOT
MIPOHUKHOCTI Ta HIyMY B OLIHII 9acy 3Ha4yHO 301JbLIYIOTH 3arajlbHy HEBU3HAUCHICTh, OCOOJIMBO JUUI BUMIPIOBaHb Ha
BEIMKHUX BiacTaHsx. HaBeneHo mpakTH4HI peKOMeHJamii moJ0 MiATpUMaHHS TOYHOCTI BHMIpIOBaHb IS PI3HUX
YMOB eKCIUTyaTallii. ¥ cTaTTi HaBeAECHO IMOPIBHIHHSA CIEHAPiiB BHUKOPHCTAHHS BHCOKOTOYHHX KaliOpyBaJbHHX
CTEH/IIB 13 albTEepHATHBAMU BIIHOCHO HHU3BKOi BapTOCTi, NPUIAATHAUMH ISl HEKPUTHYHUX 3aCTOCYyBaHb Ta
3a0e3meueHHs PiBHSI HEBU3HAYCHOCTI THUIOBOI JJISI TEXHOJIOTIYHOTO KOHTPOJO. Taki MOPIBHAHHS € KOPUCHUMH SIK
JUIS BUPOOHHWKIB CEHCOPIB, TaK i1 I METPOJIOTIYHUX CIYXO MiANMPUEMCTB ab0 PETYISITOPHUX YCTaHOB JUIS
onTHMI3alil MIXoIiB 10 KaxiOpyBaHHs, OaTaHCYIOUM MIXK BapTiCTIO Ta NPOJYKTHBHICTIO. Pe3ypraTn gociikeHHs
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MAKPECTIOI0Th BYKINBICTh KOMIICHCAIIi BAPiaTHBHOCTI JieNEKTPUIHOT MPOHUKHOCTI JJIS 3aCTOCYBaHb 31 3HAYHIMH
3MiHAaMH YMOB eKcIDTyaTamii. IlepCIeKTHBHOIO TEMAaTHKOIO IMOJANBIINX MJOCHiIKEHh € po3poOKa METOiB
3MEHIIICHHS! HeBU3HAUCHOCTI, BKJIFOYHO 3 JTOCII/DKCHHSM HEBH3HAYEHOCTI 32 YMOB BBEICHHS Kopekumii. HaBemeHi
MOJICJi Ta BHCHOBKM € I[IHHHUMH i1 BIOCKOHAJCHHS NOJIMETPHYHHMX CHCTEM, 3a0C3MCUyrOud HaJiiHICTh
BUMIPIOBaHb DIBHSI B PI3HOMAHITHUX 3aCTOCYBAaHHSIX 1 CHOPHUSAIOYM PO3BUTKY IPOMHKCIOBOI aBTOMATH3AIll Ta

praBJ'IiHHH TEXHOJIOTYHUMU nmponecamu.

KoaiouoBi ciioBa: HeBH3HAueHICTh BUMIPIOBaHb, KaliOpyBaHHS, pajapHUN JaT4MK pIBHS HAaIpaBJIeHOI Iii,

JieIeKTPUIHA IPOHUKHICTE.

Introduction

Accurate measurement of liquids and
solids levels is essential for standard industrial
processes [1]: controlling storage tanks,
ensuring precise filling in production lines,
preventing overflows or dry running, and
complying with  stringent safety and
environmental regulations. The reliability and
precision of level sensors directly impact
operational efficiency and product/process
quality in industries such as oil and gas, food
and beverage, chemical and energy, and
manufacturing.

The quality of level sensing can be
characterized by accuracy, repeatability,
resolution, response time, and the influence of
different environmental factors on the
measurements. Measurement uncertainty or
maximum permissible error (MPE) are critical
concepts considered for several applications,
such as warehouse monitoring, technological
overfill  protection, or  safety-related
applications. Uncertainty represents
confidence in a measurement result, often
defined by statistical analysis, while MPE
refers to the maximum allowable deviation
from the true (actual) value during operation.
Understanding and minimizing uncertainties
makes processes reliable and allows using
results of such measurements for specific
purposes, e.g., custody transfer applications.
This article focuses on guided wave radar
(GWR) Sensors, which leverage
electromagnetic energy for precise level
measurement. GWR sensors can operate
effectively in various liquids and under
extreme environmental conditions. While
radar-based sensors are notable for their non-
contact  operation,  which ~ minimizes
contamination risks, GWR sensors stand out
for applications demanding high precision,
such as monitoring liquids with low

permittivity or in pressurized vessels. Another
advantage of GWR sensors is their ability to
work as a polymetric system, enabling
simultaneous measurement of multiple
parameters, such as level, temperature, and
pressure, using a single device. However,
achieving and sustaining such accuracy
necessitates a meticulous calibration process
and corresponding techniques. This process
ensures traceability, enhances accuracy and
provides consistent performance.

A calibration procedure aligns a sensor’s
output to a known standard or reference. This
involves adjusting measurements for level
sensors to reflect accurate product levels
under controlled conditions.

Calibration can establish/correct the
measurement scale during manufacturing and
test the accuracy and performance throughout
the sensor's lifecycle. By using appropriate
reference standards, calibration enables the
tuning of sensors during production. It verifies
the sensor's performance under standard or
specific required conditions if a predefined
calibration table is available.

This article addresses the calibration of
GWR sensors, examining the impact of
dielectric  permittivity  variations under
reference and non-reference environmental
conditions. It then makes recommendations to
reduce measurement uncertainty, which is
valuable for manufacturers, end-users, and
regulators.

The main objective of this study is to
analyze the influence of the environmental
factors under reference and non-reference
conditions and to

1 evaluate the uncertainty in level
estimation across extended environmental
conditions for particular level sensor and
calibration procedures;
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2 propose recommendations for sensor
manufacturers, end-users, and independent
evaluators on  reducing  measurement
uncertainty.

Literature review and analysis. It’s
essential to consider a measurement model
and corresponding calibration scheme to
highlight possible sources of uncertainties. A
typical GWR level sensor uses a widely
known time domain reflectometry principle
[3-9]; the simplified measurement model is
described by Eq. (1):

L =

C
t.
N 1)
where L — distance from generator/receiver of
electromagnetic pulses; ¢ — speed of light in
vacuum; ¢ — dielectric constant of the vapor
phase of a product through which the
electromagnetic pulse propagates; t — the time
delay between moments of sounding and
receiving the reflected pulse; the coefficient of
" stands for the fact that the electromagnetic
pulse propagates along double the length of
the probe (forward and backward).

In this case, the main feature that estimates
distance L is the time delay t (if the vapor's
dielectric constant is considered a constant).

However, sources [10-13] show significant
variability in the dielectric constant of air (or
correlated  parameters under  changing
environmental conditions). Limited focus has
been given to how these variations propagate
into measurement uncertainty as this influence
is traditionally considered as t. This leads to a
need for appropriate corrections both for
calibration and measurement stages to reduce
the overall uncertainty. For example, some
known  correction techniques  consider
changes in the dielectric constant of the
media, especially when working with vessels
under high pressures [14-16]. It’s worth
noting that some of these techniques use
dynamic or online correction based on
reference knowledge about distances or time-
of-flight. In contrast, others require the direct
use of provided correction coefficients and
uncertainty measures. Independent of the
technique  applied, understanding  the
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reference uncertainty after initial calibration is
crucial for calculating the total uncertainty for
a specific application.

Methodology. The calibration process for
level sensors is typically performed under
reference conditions, as defined for accurate
sensors in [17]. National reference standards
are employed for the most precise
calibrations, such as the Ukrainian National
Standard of the Unit of Length for the Liquid
Level (DETU 03-02-15) [18]. This standard
reproduces the unit of length based on the
global constant—the speed of light in a
vacuum—and  achieves an  extended
uncertainty of Uys=+0.3 mm over a range of 0
to 20 meters. Using interferometers enables
highly accurate distance measurements, with
the transfer of the unit of length to high-
precision level meters conducted via direct
comparison.

However, equipment  manufacturers
employ their own calibration setups due to the
costliness and timings of the complete
calibration cycle with national standards.
These setups are optimized for their specific
technological processes and are generally less
accurate than national standards but more
practical and cost-effective for routine
operations. For instance, the calibration setup
at AMICO Group is an example of such an
approach. Fig. 1 illustrates the calibration
setup used in this study, along with its
simplified design and working scheme.
Figure 1 illustrates the components of the
calibration setup for level sensors:

e Level Sensors Calibration Complex
(LSCC): control system managing the
calibration process.

o Reference Measurement (RM)
Instruments: Equipment responsible for the
reference level estimation: laser rangefinder +
magnetic encoders-based system to measure
the position of the reference plate or reflector;

o Reference Plate (RP): reference plate or
reflector.

e Additional  Reference  Instruments
(ARI): temperature, pressure, and humidity
sensors distributed in the measurement zone.
They allow temperature and humidity to be
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Figure 1 — Structural Diagram of a Calibration Stand for Evaluation and Tuning of Level Sensors

measured at multiple points along the sensing
axis of level sensors and the temperature of
liquids.

e Pumps and Valves Control Subsystem
(PVCS): This subsystem regulates the flow
and level of the liquid in the calibration setup;

o Level Sensors under test (LS;..LSp):
The sensors are being calibrated.

o Vessels with controllable liquid (V1,
V2): These reservoirs store liquid and set a
specific liquid level during calibration.

The reference measurement instrument
(RM) relies on a precision reflector for
accurate operation. During a single calibration
cycle, several level sensors can be calibrated
simultaneously. The procedure involves
repeated  measurements, capturing the
readings from the level sensors under test and
those from the reference instrument RM. At
the same time, all the environmental
parameters are monitored to satisfy the
requirements of the particular procedure.

The distance  (level)  measurement
reference instrument has an extended
uncertainty of ALgm=0.4 mm. Temperature
sensors in the calibration complex have
extended uncertainty AT = 0.5 °C, AP = 1 kPa
for pressure and ARH =25 % for relative
humidity.

Environmental Influence. The study
considers the following reference conditions:

e Temperature (T) in [15, 25] °C.

« Relative Humidity (RH) in [40, 80] %.

e Pressure (P) in [86, 106] kPa.

Values for dielectric permittivity can be
interpolated using experimental tabular data
[12] or applying known equation [13]:

e, 10 -T211(P+48T-PS -RH]-lO‘G, @)

where g is the permittivity of vacuum, T is
the absolute temperature (K), RH is the
relative humidity (%), P (mm Hg) is the
pressure of the air, and PS (mm Hg) is the



ISSN 1993-9981 print

ISSN 2415-3575 online M2 2 (53) 2024

£ @t T = 293,15 K with Uncertainty Overlay

O Reference Point

780

760

740 A

720 1

Pressure {(mmHg)

700 A
680 1

660 A

Memoou ma npunadu Konmpour akocmi 27

e

tl 00007273
0.0007084
0.0006895
0.0006706
0.0006517

1 0.0006329

+ 0.0006140
- 0.0005951

- 0.0005762

T

a5 50 55 60

T T \ 4 0.0005573
65 70 75

Relative Humidity (%)

Figure 2 — Dielectric constant of air depending on humidity value and pressure for a fixed temperature
value

pressure of saturated water vapors at the
temperature T.

Uncertainty Propagation. The effect of
the changes in &, on the distance estimation
AL, can be roughly assessed by substituting
(2) into the relation for the level estimation
Q).

AL _|oL

€

.Ag,:‘ ot ‘A ()

s 4% /2

where A4L. is the contribution of the
uncertainty in distance estimation due to
uncertainty in the dielectric permittivity value
Ae. Two main approaches to define 4¢ depend
on the measurement mode used. The first
mode is the most widely used, and it assumes
no corrections if the measurements are
performed within specified ranges of pressure,
humidity, and temperature without applying
any corrections for environmental conditions.
In this case, the maximum uncertainty in
permittivity is defined by the maximum
difference in dielectric permittivity values
within the given ranges. This approach
assumes a worst-case scenario where no
compensations for environmental influences
are applied, potentially leading to higher
uncertainty in distance estimation.

The second approach assumes that the
sensor is applying corrections depending on
the data about the dielectric constant and
uncertainty or based on the environmental
conditions and model provided. In this case,
the dielectric constant is recalculated for air
using Equation (2). The uncertainty in Ag can
then be propagated through the uncertainties
of the reference measurements. In this case,
corrections are applied to account for the
influencing factors, reducing the overall
uncertainty in distance estimation and
calibration. However, the resulting Ag
depends on the accuracy and reliability of the
reference instruments used.

It is essential to assess the impact of these
factors on the uncertainty in level estimation,
considering the trade-off between simplicity,
where measurements are taken without
additional  corrections, and  improved
accuracy, achieved by applying corrections.
Based on the specified reference conditions
within the given ranges, the variation analysis
reveals the following results for the dielectric
constant of air. The minimum value,
1.000543+0.000007, occurs under 45.00%
relative humidity, a temperature of 15.0°C,
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and a pressure of 645 mmHg. The maximum
value, 1.000766+0.000010, corresponds to
conditions of 75.0% relative humidity, a
temperature of 25.0°C, and a pressure of 795
mmHg. The Arden Buck equations were
applied to calculate the saturation vapor
pressure Ps to temperature for moist air [21].

The stated uncertainty interval is derived
from uncertainty propagation using Equation
(2), based on the uncertainties of the reference
sensors for temperature, pressure, and
humidity. It’s worth noting Figure 2 shows an
example of the dielectric constant dependence
for some fixed temperature values while
varying the pressure and humidity of the air as
a media of wave propagation.

Figure 2 also shows a point with the
dielectric constant value corresponding to
given reference conditions and a region where
the dielectric constant lies within the
calculated uncertainty region.

It’s necessary to consider additional
sources of uncertainty to consistently analyze
the contribution to the measurement process.
Related to simplified Equation (1), the
uncertainty comes from uncertainty in time
estimation Atg and uncertainty in distance
measurement, which comes from the
reference measurement instrument AlLgm.
Several factors, including the sounding pulse
shape and the signal-to-noise ratio, influence
uncertainty in time estimation. These
characteristics vary for each specific sensor
and play a critical role in determining the
accuracy of time measurement.

This uncertainty component generally
depends on the distance between the sensor
and the measured surface (or reflector). As the
electromagnetic wave propagates, the shape of
the reflected pulse changes with distance,
introducing additional variability in the time
measurement (the amplitude of the reflected
signal decreases with the increase in distance,
decreasing the signal-to-noise ratio). To
model this dependency, the uncertainty in
time estimation Aty can be expressed as a
function of the distance L. A practical
approach is to approximate this relationship
using an exponential curve:
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AL (L)=A-exp(B-L), (4

where L is the distance between the generator
and interface air-liquid (or reflector),
parameters A and B are determined during the
calibration process based on the sensor's
characteristics and its operating conditions.

The calibration function is usually stored in
a tabular form, and level calculation is done
according to Equation (5):

L= Lc,i +M'(t_tc,i)’ (5)

ci+l ~ ‘¢,

where t . <t<t,,— measured delay

between sounding and reflected pulses;
L. L;..,— corresponding  data  about

distances saved in the calibration table.

The following contributing factors were
considered to analyze  measurement
uncertainty:

Nonlinearity between Calibration Points:
Hardware tolerances in the guidewave system
introduce a nonlinearity of up to +0.3 mm,
representing the maximum  permissible
deviation between two calibration points. This
is a fixed contribution for each segment of the
calibration table.

Random Error in Time Estimation Atg. The
random error in time measurement varies with
the distance L and is modelled using noise
analysis on the experimental data. The
uncertainty in time estimation is calculated
using Equation (4) and is distance-dependent,
accounting for the degradation of the signal-
to-noise ratio with increasing distance.

Uncertainty of the Reference Instrument:
The accuracy of the reference device used
during the calibration procedure directly
impacts the calibration uncertainty. This
contribution is considered fixed.

Uncertainty Due to Changes in Dielectric
Constant:  Variations in  environmental
conditions affect the propagation time of the
electromagnetic pulse, introducing additional
uncertainty, and this can be simulated using
Equation (6), which propagates uncertainty in
the dielectric constant into uncertainty in time
estimation due to difference in dielectric
constant:
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At (L) =

- Ag, (6)
Cve

Using Equations (2), (5), and (6) along
with the uncertainty propagation model, the
contributions from each factor were analyzed.
The results of these calculations are presented
and discussed in the next section of this
article, providing insights into the impact of
each uncertainty component on the overall
measurement reliability and quality.

Figure 3 provides a comprehensive view of
these findings, highlighting the interplay of
uncertainty contributions from reference
instruments, time noise, nonlinearity, and
dielectric constant variability under various
environmental scenarios. Figure 3a highlights
results for Reference Conditions without
considering additional variability of the
dielectric constant.

The uncertainty band is calculated under
reference environmental conditions
RH = 60+2.5%, T =20+0.5°C, P =96+1kPa.
These conditions assume minimal variation in
the dielectric constant of air. The
measurement uncertainty for this case remains
within the 1 mm band for distances up to 16.5
meters for the given setup and sensor
characteristics. The uncertainty contributions
from individual sources remain balanced, with
no dominant contributor. This scenario is
representative of controlled environments
where variations in temperature, pressure, and
humidity are minimal.

Figure 3b explores the impact of the
maximum allowed variability in environmental
conditions within the specified reference
range (T € [15, 25] °C; RH € [40, 80] %,
P £ [86, 106] kPa). Variations in the dielectric
constant for this case significantly expand the
uncertainty band, especially at greater
distances from the level interface. The effect
of distance amplifies this uncertainty as the
time delay becomes more sensitive to changes
in dielectric constant at longer distances. This
result shows the importance of accounting for
environmental variability during the calib-
ration and measurement phases. Figure 3c
demonstrates results for extended practical
conditions. For those Te[-20, 55] °C;

uncertainty band increases substantially,
which reflects the influence of more
considerable  variations  in  dielectric
permittivity. Figure 3c also shows the
application of a low-accuracy reference
instrument (ALgm =2 mm), which results in
higher uncertainty while simplifying the
calibration procedure and reducing timings
and costs, making it suitable for many
practical applications where  precision
requirements are less stringent.

Figure 3a shows that the uncertainty
contributions from time measurement and
dielectric constant variation at short distances
are relatively small, while the nonlinearity
between calibration points becomes more

noticeable. The multiplicative effect of
dielectric constant variation dominates the
total uncertainty at longer distances.
Corrective actions, such as dynamic
compensation, are critical for those cases, and
their  efficiency should be researched
additionally.

In a controlled environment, uncertainty
levels are well within the acceptable
threshold. However, incorporating dielectric
constant corrections becomes essential for

broader  environmental variability and
distances (Figures 3b, 3c) to maintain
accuracy, particularly  for  long-range

measurements. For relatively small ranges (up
to 5 m), even mid-accurate calibration
systems can be used to enable the required
levels of accuracy. In contrast, complex high-
accuracy reference equipment must be used

for long-range distances and precision
applications.

Conclusions. The presented results
highlight the calibration scheme's

effectiveness under controlled conditions and
recommend appropriate reference instruments.
Detailed uncertainty  estimations  were
performed, providing numerical results for
various combinations of uncertainty sources.
These results help to understand each factor's
relative impact and significance, guiding
improvements in sensor calibration.
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Figure 3 — Uncertainty Estimation Results for GWR Level Sensor:

Analysis of Contributions and Key Components Across Various Environmental Scenarios




ISSN 1993-9981 print

ISSN 2415-3575 online M2 2 (53) 2024

Comparisons across varying conditions
demonstrate the critical role of controlling
humidity, pressure and temperature to provide
necessary  corrections. For small-range
sensors, calibration setups can be relatively
simple and  cost-effective. ~ However,
increasing the measurement range leads to a
nonlinear rise in complexity and associated
costs. The study highlights the significance of
future efforts in assessing uncertainty, both
with and without dynamic correction for
environmental  variations, especially in
applications functioning under highly variable
conditions. The analysis supports further
enhancement of polymetric sensors utilizing
GWR, enabling advanced signal processing
for maximum information extraction..
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